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Quadruped Robot

MuJoCo Benchmark

➢ ROGER achieves constraint satisfaction with <5 violations over 50,000 training timesteps, 
even when using small training samples (only ≈50 timesteps/update).

➢ ROGER yields 50% higher final reward compared to other state-of-the-art techniques.

➢ Physical locomotion learning was achieved within 30 mins from scratch without any falls 
on challenging conditions (loose gravel, step field, slippery terrain, and with dynamic load).

➢ ROGER can be applied to other types of robots and control, e.g., FCNN + PPO.
➢ Under restricted constraints, ROGER prioritizes reducing penalties first and then optimizes 

the main objective once the constraints are satisfied.

[Loose Gravel] Robot leaned forward and kicked the top-layer gravel to clear its path.
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[Dynamic Load] Robot maintained balance while walking forward.
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[Slippery Terrain] Robot synchronized small steps to slide forward.
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[Step Field] Robot developed a hopping gait to overcome steps.
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Constrained RL

RL

ROGER

Traditional RL lacks 
constraints and always 

violates them.

Constrained RL reduces violations 
but fails during exploration.

➢ In general, Reinforcement Learning (RL) is sample inefficient and
cannot satisfy constraints during learning, making real-world RL 
impossible.

➢ Finding a good reward function 
is also exhaustive, sensitive, and 
unpredictable, with no clear way 
to determine which gain values 
guarantee constraint satisfaction.
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We don’t know 
what this looks 
like & what the 
best value is.

➢ This work introduces ROGER that uses embodied interaction and 
intuitive constraint thresholds to recompute new weighting gains 
online, preventing violations throughout learning.

Introduction 

blue text: best performance (highest reward, lowest penalty); red text: %violation > 0.01  
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intuitive constraint thresholds (max roll, max pitch, max torque)

constraint proximities penalty ratios adaptive weighting gains

ROGER(Reward-Oriented Gains via Embodied Regulation)

➢ Key Idea: ROGER prioritizes constraint satisfaction when penalties approach 
thresholds and automatically shifts focus back to task rewards once safe 
behavior is restored.

➢ Only 3 steps to construct these manifolds: (1) estimate constraint proximities 
using thresholds, (2) compute penalty ratios, and (3) map to weighting gains.

➢ ROGER uses fixed manifolds below to map current penalty values to weighting 
gains on-the-fly. Unlike learning-based methods (e.g., PDO, OL-AUX), ROGER has 
no update delay, no tuning, and minimal computation time (~0.46 ms).

➢ ROGER is Lyapunov-stable and guarantees improvement of the primary 
objective/reward after learning.  
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https://github.com/Arthicha/ROGER_ROGER_public

“Try or try not, 

there is no due”

Da’yo, after you read this poster.

“you were the chosen one! Said to bring learning to 

the real world, not get stuck in endless tuning! 

To enforce constraints, not break them!”

Nothing. just high ground.RL-kin, after policy deployment.

“I don’t like sim. It overfitS, 

and doesn’t transfer.”

Master CANNOT-BE, 

after every failed run.

➢ Fixed-weighting constrained RL enforces constraints by manually 
tuning penalty weights or shaping reward functions.

➢ Adaptive-weighting constrained RL adjusts penalty weights 
dynamically using primal-dual or switching mechanisms.

Constrained RL 
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General rewadious, 

after having an army of roger.

“I’ve found a trick; simple, but powerful! 

Your reward will make a fine addition to my EXP."

“ROGER ROGER”

“Hello There”

- Poorly tuned RL Well-tuned Constrained RL - Video GitHub

In conclusion, use ROGER when:
• You're doing high-stakes real-world 
fine-tuning or continual learning.
• You're tired of reward tuning.
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https://github.com/Arthicha/ROGER_ROGER_public

	Slide 1 



